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Abstract—The IP security protocol (IPSec) is an important and widely used security protocol in the IP layer. But the implementation of the IPSec is a computing intensive work which greatly limits the performance of the high speed network. In this paper, a high performance IPSec accelerator used in a 10Gbps in-line network security processor (NSP) is presented. The design integrates the protocol processing and the cryptographic processing; the transport/tunnel mode of the AH, ESP security protocols and the AES, HMAC-SHA-1 cryptographic algorithms are realized by hardware. An efficient partial crossbar data transfer skeleton with iSLIP scheduling algorithm is adopted to realize the maximum utilization of the computation resources in the accelerator. The number of AH, ESP, AES, HMAC-SHA-1 cores in the design can be configured to meet the different applications. By simulation, with 8 protocol IP-cores and 24 crypto IP-cores connected to the crossbar in the IPSec accelerator, the design gives a peak throughput for the AH protocol transport mode of 11.28Gbps at the average of 512 bytes packet length under a clock rate of 300MHz. The hardware verification is implemented on a Virtex-5 XC5VSX95T based FPGA board. Low power design methods are also used in the design to reduce the power dissipation.

Index Terms—IPSec, network security processor, 10Gbps Ethernet, cryptographic algorithm, crossbar switch

I. INTRODUCTION

Network speed is increasing dramatically over the past decade and the total bandwidth of communication systems triples every twelve months according to the Gilder’s Law. At the same time, more and more personal data will be exposed on the internet; the need to protect the information security becomes more urgent then before. At present the network security is becoming an essential network issue. The IPSec (Internet Protocol Security) security protocol [1] developed by the IETF (Internet Engineering Task Force) in 1998 is one popular solution to protect the data transfer at the IP layer.

The IPSec protocol can provide access control, connectionless integrity, data origin authentication, protection against replays, confidentiality, and limited traffic flow confidentiality. It includes three main protocols: the AH (Authentication Header) protocol, the ESP (Encapsulating Security Payload) protocol and the IKE (Internet Key Exchange) protocol. In this paper, the AH and ESP protocols are considered and implemented. The former provides data origin authentication and connectionless integrity, and the latter allows encryption and optionally authentication of the data. The IPSec supports two modes of operation, tunnel mode and transport mode. In transport mode, only the upper-layer protocol data segment of the IP packet is authenticated or encrypted and it is typically used for end-to-end protection of data packets between two hosts. In tunnel mode the entire IP packet is authenticated or encrypted within a new outer IP header. The tunnel mode can be used between security gateway (router or firewall) to create a VPN (virtual private network).

Now, the IPSec protocol is almost embedded into TCP/IP protocol stack via software in OS (operating system), such as Linux and NetBSD. But the IPSec has proved to be computationally very intensive [2] which greatly affects the performance of the network.

Data throughput in core routers has already reached to terabits today, and the line card interface speed is already 10Gbps or above. But the high performance internet security device is far behind. The mean reason is the data processing for security is complex and time consuming. So, it is difficult for the security devices to achieve the equal performance as the internet devices.

Hardware implementation of the IPSec may be a good solution. Hardware implementations of the security algorithm accelerators to improve the performance of the cryptographic processing needed by the IPSec can be seen in [3] [4] [5], which greatly off-loading the heavy computational intensive work of the IPSec. But they ignored the protocol processing which also have been shown to be time consuming [2] and can not satisfy the rapid speed of the network, especially for 10 Gigabit network now. In the works [6] and [7], although the IPSec protocol processing is presented, their performance is far below the 10Gbps data transfer rate. To improve the
performance of the network security, multi-core processor design is a hot research field [8] [9] today, but in these design, the IPSec protocol processing is still implemented by software.

This paper discusses an IPSec accelerator design for a 10Gbps in-line network security processor. The IPSec accelerator can implement the transport/tunnel mode of the AH and ESP protocol, and supports the AES-128/192/256, HMAC-SHA-1 algorithms. The AH/ESP protocols and AES/HMAC-SHA-1 algorithms are hardware implemented separately for the purpose of configurability. In the IPSec accelerator, an efficient crossbar switch data transfer skeleton with optimized scheduling algorithm is adopted between multi cores which fully utilized the computation resources in the design. By simulation, with 8 AH/ESP protocol cores and 24 AES/HMAC-SHA-1 algorithms cores configured in the design, the IPSec protocol processing can achieve 11.28Gbps wire speed at 300MHz clock frequency under the average 512 bytes packet length. Hardware verification with four parallel AH/ESP, AES/HMAC-SHA1 cores in the IPSec accelerator by FPGA at 100MHz is also realized.

The remainder of the paper is organized as follows. In section 2, the architecture of a 10Gbps in-line security network processor is described. Section 3 introduces the IPSec accelerator design in detail. Simulation and verification of the design is presented in section 4. Section 5 is the conclusion of this paper.

II. THE IN-LINE NETWORK SECURITY PROCESSOR OVERVIEW

The IPSec accelerator represented here is designed for a 10Gbps in-line network security processor (NSP) that can process IP packets in or out of bound from 10 Gigabit network at wire speed. The architecture of the in-line NSP system is shown in Fig. 1. It integrates the high speed data transfer, the IPSec protocol processing and the cryptographic operations in a single chip. The 10Gbps in-line NSP consists of a 32-bit embedded RISC CPU core, a IPSec accelerator, a packet processor, two 10Gbps MAC interface modules, a high speed SPD (Security Policy Database) look-up module, a on-chip SAD (Security Assistant Database) SRAM, an off-chip crypto-controller, a SDRAM controller for off-chip main memory, a SRAM controller for off-chip SAD database.

In the in-line NSP system, the 32-bit embedded CPU completes the data flow control by software, including inquiry the status of the packet processor, analyze the configuration information send by the SPD look-up module and allocate tasks to the IPSec accelerator based on the idle status of it. The packet processor buffers the ingress and egress packets, extracts IP header and distributes the packets from/to 10Gbps MAC interfaces. The cryptographic operation (data encryption/decryption and authentication) and AH/ESP protocol processing are implemented by the IPSec accelerator. The off-chip crypto controller can substitute the standard cryptographic and authentication algorithms with the custom-specific off-chip ones; therefore, the in-line NSP has algorithm-scalability. The SPD look-up module is designed for accomplishing SPD look-up and security policy analyses. The on-chip SAD SRAM can store 256 items security associations. To improve the data transfer efficiency, the crossbar switch structure is used in the system.

Software and hardware co-design method is used in the system. The 64-bit data width and 32-bit address width crossbar bus architecture using the WISHBONE protocol [10] is adopted between multi cores to improve the data throughput.

In this work, we will focus on the design of the IPSec accelerator for the 10Gbps in-line NSP.

III. IPSec ACCELERATOR DESIGN

A. Structure Overview

To achieve high performance of the IPSec accelerator, we adopted the structure of Fig. 2. It is composed of the protocol processing modules AH and ESP, cryptographic processing modules AES and HMAC-SHA-1, and a data transfer module. Each core is designed carefully to meet the need of the 10Gbps data processing in the in-line NSP and the interfaces of these cores are unified for reusable. The crossbar switch architecture based on WISHBONE bus protocol is adopted to implement the simultaneous data transfer between the many cores.

In the design, the power dissipation is also considered. To reduce the power, a power management unit (PMU) is designed. For the cores not in use, the power to them is shutdown by control signal from power management unit. In addition, clock management method such as clock gating is also used in the design to reduce the power.
B. Data Flow

To improve the data throughput of the design, we studied the feature of the IPSec processing in the cryptographic and protocol components and broke the whole data path into three stages: protocol pre-processing, data crypto-processing, protocol post-processing. Two FIFO are inserted before and after crypto-processing stage which forms a three stage pipeline in the data path shown in Fig. 3 (a).

The data flow of the IPSec Accelerator is shown in Fig. 3 (b). First, the AH/ESP core read key and data from the SAD SRAM and the packet processor respectively, after that, the pre-processing is invoked. Based on the information of the pre-processing, the proper AES/HMAC-SHA-1 core is selected by the crossbar switch, and the data encryption/decryption or authentication is performed. After that, the crypto-processed data is send back to AH/ESP core to do post-processing.

Take the advantage of the crossbar switch structure, after the AH/ESP finishing the pre-processing and sending the data to the AES/HMAC-SHA-1 core, the AH/ESP core can read and process the next packet, needing not wait the AES/ESP core finished the data crypto-processing, this reduced the number of the AH/ESP core and improved the utilization of the cores. Through simulation, the number of AH/ESP core can be reduced from 16 to 8 (2 AH cores and 6 ESP cores), and the AES cores is reduced from 16 to 8, the HMAC-SHA-1 cores is reduced from 32 to 24. This greatly saves the area of the design and eases the design complexity at the same time.

C. AH/ESP Core Design

The functions of the AH and the ESP cores include modifying original IP header and generating new IP header; generating and removing the AH/ESP header based on the operating mode; invoking the corresponding cryptographic algorithm core to encrypt, decrypt or verify the data.

It is reported that nearly 48% of the IPSec processing are spent in protocol processing [11]. To reduce the time consuming of the protocol processing, we analyzed the characteristics of the protocol processing, and adopted the block diagram of the AH and ESP core shown in Fig. 4 (a), (b) separately. Take the ESP core for example, it includes an ESP controller, a key engine, a pre-crypto engine, a pre-verify engine and a post-engine.

For the outbound data of the ESP in the tunnel mode, at first, the ESP controller generates the control signals based on the information (key, IV, SPI, sequence number and other control messages) stored in the configure registers which is written by the embedded 32-bit CPU of the in-line NSP. The key is processed by the key engine and some configure information is added to the key. The packet read from the packet processor through system bus interface is processed by the pre-crypto engine first. In the pre-crypto engine, the checksum of the inner IP header is handled and the packet is padded to fulfill the need of the AES. Then, the AES core is activated to complete data encryption. The pre-verify engine processed the data encrypted by AES to fulfill the need of the HMAC-SHA-1 and generated the ESP header. The encrypted and authenticated packet is sent to the post-engine, the ESP tunnel header based on the information extracted from the configure registers is added. Finally, the processed packet with ESP tunnel header between IP header and payload is sent out through system bus interface to the packet processor.
Also, a 4-stage pipeline is adopted, and the time-consuming of the protocol processing is reduced to 18.5% of the whole IPSec processing as shown in Fig. 5. The AH and ESP cores are implemented by the Verilog HDL (Hardware Design Language), and simulated, synthesized based on 65nm CMOS technology, the simulation results are shown in Table 1.

Figure 5. Occupied time of the protocol processing

<table>
<thead>
<tr>
<th>Module</th>
<th>Frequency</th>
<th>Throughput</th>
<th>Gate Counts</th>
<th>Power Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>AH</td>
<td>300MHz</td>
<td>0.91Gbps</td>
<td>32,886</td>
<td>6.79mW</td>
</tr>
<tr>
<td>ESP</td>
<td>300MHz</td>
<td>0.61Gbps</td>
<td>39,194</td>
<td>9.27mW</td>
</tr>
</tbody>
</table>

### D. Cryptographic Algorithm Core Design

The design of the cryptographic algorithm cores AES and HMAC-SHA-1 are based on our previous work [12] [13]. The specific area/performance tradeoffs and hardware implementation features of each kind of crypto cores were considered to optimize the performance by adopting pipeline design methodologies. The block diagram of AES and HMAC-SHA-1 core is shown in Fig. 6.

The AES crypto core implements the block size of 128 bits and key lengths of 128, 192 and 256 bits. The crypto module implements one round of a Rijndael encryption in a fully parallel non-pipelined fashion and the Rijndael encryption can be completed in one clock cycle per round. The dynamic key generator module uses the on-the-fly scheme and generates subkey simultaneously with the encryption process in every round. AES uses 16 256-byte substitution boxes (Sboxes) for each encryption round and another 16 256-byte inverse Sboxes for each decryption round.

The HMAC-SHA-1 core is designed on the basis of implementing hash function SHA-1 by using iteration method. In the SHA-1 design, we reduced the critical data path and improve the throughput by scheduling the single step algorithm.

To satisfy the whole IPSec accelerator design, the interface of AES and HMAC-SHA-1 is modified, and a FIFO is added to realize pipeline data path.

The AES core and the HMAC-SHA-1 core are also synthesized and implemented based on 65nm CMOS technology separately; the results are shown in Table 2.

![Figure 6. Block diagram of the cryptographic algorithm core](image)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Frequency</th>
<th>Throughput</th>
<th>Gate Counts</th>
<th>Power Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES-256</td>
<td>300MHz</td>
<td>3.1Gbps</td>
<td>62,289</td>
<td>9.2mW</td>
</tr>
<tr>
<td>HMAC-SHA-1</td>
<td>300MHz</td>
<td>3.4Gbps</td>
<td>22,575</td>
<td>4.8mW</td>
</tr>
</tbody>
</table>

### E. Crossbar Switch Design

In the IPSec accelerator, the choice of data transfer method between AH/ESP core and AES/HMAC-SHA-1 cores is a key factor to achieve the high performance. Traditionally used hierarchical shared bus communication architectures such as those proposed by AMBA [14] are not scalable to cope with the demands of very high performance systems. Network-on-Chip (NoC) based communication architectures have discussed widely for multi-core system design, but it implemented much more complexity, and not fit our design. So, the crossbar switch is adopted for multi-core data transfer in the design. It can provide multiple independent paths for concurrent data transfer between the cores that greatly improve the transfer efficiency. Also, the number of ports can be configured to meet the different application. The crossbar switch is designed based on WISHBONE bus protocol. It is a simple, compact and easy to implement protocol and can provide point-to-point, data flow, shared bus and crossbar interconnects.
The block diagram of the crossbar switch is shown in Fig. 7. It includes a scheduler and MUX/DEMUX controlled by the input/output decision signals generated by the scheduler. Based on the fact that the AH core only communicate with HMAC-SHA-1 core, we adopted partial crossbar bus, that is AH cores only connected with HMAC-SHA-1 cores, which greatly reduce the connection complexity of the design.

In the crossbar switch design, the scheduler is the most important part. The delay between the grant and accept arbiters directly affects the speed of the data transfer. The iSLIP [15] scheduling algorithm is chosen to perform the scheduling between the AH/ESP cores and the AES/HMAC-SHA-1 cores. The iSLIP algorithm includes three phases: request, grant and accept in the following:

Step 1: Request. Each unmatched input sends a request to every output which for which it has a queued cell.

Step 2: Grant. In an unmatched output receives any requests, it chooses the one that appears next in a fixed, round-robin schedule starting from the highest priority element. The output notifies each input whether or not its request was granted. The pointer to the highest priority element of the round-robin schedule is incremented to one location beyond the granted input if the grant is accepted in Step 3 of the first iteration.

Step 3: Accept. If an unmatched input receives a grant, it accepts the one that appears next in a fixed, round-robin schedule starting from the highest priority element. The pointer to the highest priority element of the round-robin schedule is incremented to one location beyond the accepted output only if this input was matched in the first iteration.

Fig. 8 (a) illustrates the arbiter design [16] chosen for this implementation. The arbiter is based on a simple round-robin arbiter. It includes an update_enable signal to allow the iSLIP algorithm to only update the priority under certain circumstances. The PPE (Priority Process Engine) chosen for this design was shown in Fig. 8 (b) [17]. The input signals P_enc to the Simple_PE thermo block is masked by a thermometer encoding based on the programmed priority level. The non-masked Simple_PE does not take a priority, and determines the output when the masked PE does not find any 1-input between the programmed priority and input. It showed that this design produces minimized delay, and has a smaller area [17].

**IV. SIMULATION AND VERIFICATION**

**A. Modeling and Simulation**

To realize 10Gbps in-line performance, the number of the AH/ESP and AES/HMAC-SHA-1 cores to be used must be determined. A transaction level simulation model based on the SystemC [18] language shown in Fig. 9 is established. SystemC is based on C++, so it can provide a mechanism crucial to modeling hardware while using a language environment compatible with software development. The basic components in the SystemC are module, channel, interface and port. In the model, the functions of the AH/ESP and the AES/HMAC-SHA-1are implemented through modules, crossbar switch is implemented by the channel, the connections between the modules are realized through ports and interfaces, the communication between the modules is accomplished by
the channel. The number of AH/ESP and AES/HMAC-SHA-1 modules can be configured to acquire the optimum performance.

In the simulation, the AH/ESP modules take as the initiators and use the SCV (SystemC Verification Library) to generate variable length test packets. The length of the test packets is from 64 bytes to 1500 bytes. The AES/HMAC-SHA-1 modules take as the responses. The crossbar switch channel implements the ISLIP scheduling algorithm.

By configure the number of AH/ESP and AES/HMAC-SHA-1 modules, we got that with 8 AH/ESP modules and 24 AES/HMAC-SHA-1 modules, the IPSec accelerator can realize the capability of the 10Gbps in-line data processing.

B. Verification

Based on the simulation results above, an IPSec accelerator composed with 8 AH/ESP protocol cores and 24 AES/HMAC-SHA-1 algorithms cores connected to a crossbar switch is implemented at Register Transfer Level (RTL) and simulated and synthesized based on the 65nm CMOS technology. The simulation results showed that the data throughput of the IPSec accelerator achieved up to 11Gbps under the clock frequency of 300MHz. The simulation and synthesized results are shown in Table 3.

Hardware verification on a FPGA board shown in Fig. 10 is accomplished. The FPGA board mainly includes a 10Gbps media connector, a Virtex-5 XC5VSX95T FPGA, and a JTAG port for downloading the IPSec accelerator code. For the content limitation of the FPGA on the board, the AH protocol and the ESP protocol verification are performed separately. The results are shown in Table 4.

TABLE III.
SIMULATED RESULTS OF IPSec ACCELERATOR WITH 8X32 CROSSBAR SWITCH

<table>
<thead>
<tr>
<th>Mode</th>
<th>Frequency (MHz)</th>
<th>Throughput (Gbps)</th>
<th>Gate Counts</th>
<th>Power Estimation (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AH/ESP</td>
<td>300</td>
<td>11.89</td>
<td>1118,166</td>
<td>258.56</td>
</tr>
<tr>
<td>Tunnel @ESP</td>
<td>300</td>
<td>11.28</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE IV.
FPGA VERIFICATION RESULTS OF THE IPSec PROCESSOR AT DIFFERENT CONFIGURATIONS

<table>
<thead>
<tr>
<th>Module</th>
<th>Frequency (MHz)</th>
<th>LUT Numbers</th>
<th>FIFO Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESP x4</td>
<td>100</td>
<td>27832</td>
<td>17</td>
</tr>
<tr>
<td>AES x4</td>
<td>100</td>
<td>30366</td>
<td>40</td>
</tr>
<tr>
<td>HMAC-SHA-1 x4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 9. IPSec accelerator simulation modelling

Figure 10. Verification Board with Virtex-5 XC5VSX95T FPGA

V. CONCLUSION

A high performance configurable IPSec accelerator for a 10Gbps in-line NSP is presented. The IPSec protocol processing and cryptographic operations are integrated in the design. The crossbar switch interconnect network adopted greatly improves the data transfer efficiency and makes the number of the protocol processing cores (AH and ESP) and cryptographic algorithm cores (AES and HMAC-SHA-1) in the design can be configured. A simulation model based on the SystemC language is established. The model can implement the transaction level simulation and improve simulation efficiency. By using the power shut off and clock gating design methods, the power dissipation is well controlled in a rational range. The simulation results show that with 8 AH cores, 8 AES cores and 16 HMAC-SHA-1 cores connected on the crossbar switch, the IPSec accelerator throughput at AH transport mode is 11.28Gbps at the clock frequency of 300MHz which satisfied the need of the 10Gbps in-line NSP system. Hardware verification on a Viretex-5 FPGA board is also implemented. Take the advantage of the configurability of the design, the design can satisfy the 40G/100G Gigabit Ethernet for next internet if more IP cores are configured in the configurable IPSec accelerator.
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