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Abstract— Collaborative filtering is the most widely used 
technology in the recommender systems. Existing 
collaborative filtering algorithms do not take the time factor 
into account. However, users’ interests always change with 
time, and traditional collaborative filtering cannot reflect 
the changes. In this paper, the change of users’ interests is 
considered as the memory process, and a time weight 
iteration model is designed based on memory principle. For 
a certain user, the proposed model introduces the time 
weight for each item, and updates the weight by computing 
the similarity with the items chosen in a recent period. In 
the recommend process, the weight will be applied to the 
prediction algorithm. Experimental results show that the 
modified algorithm can optimize the result of the 
recommendation in a certain extent, and performs better 
than traditional collaborative filtering.  
 
Index Terms—collaborative filtering (CF); recommender 
system; memory principle; time weight;  

I.  INTRODUCTION 

With the development of the web technology and 
advent of the big data era, huge amount of information 
consumes much more time. Directional search technology 
can help to narrow the search scope. However, people 
sometimes even have no clear search target and have little 
idea about what kind of information they want to see. 
Hence traditional search technology cannot satisfy the 
information filtering alone. After Resnick [1] first put 
forward the “personalized recommend research” as an 
independent concept, more and more recommendation 

methods are proposed. So recommender system now 
becomes a hot spot of web technology for its promoting 
the web sales and improving the adhesion of e-commerce 
website. 

Grudy [2] is the first collaborative filtering 
recommender system which has been put into application. 
It can create a model based on users’ interest and use this 
model to recommend books to users. Literature [3] [4] 
make improvements on the similarity calculation, and 
prove the recommendation precision. As the item-based 
CF was proposed, it can be computed offline and also 
ease the sparsity of rating matrix to improve the 
efficiency of recommend process. Afterwards literature [5] 
[6] show that algorithm based on the similarity of 
products performs better than the algorithm based on user 
similarity. Naturally, item-based CF has achieved success 
in practical applications since then. Many large-scale 
e-commerce systems, e.g. Amazon [7], use this method to 
process data offline and produce recommendations for 
their users.  

Existing collaborative filtering algorithms focus only 
on the similarity among users and items [8], and only a 
few consider the dynamic changes of users’ interests. In 
fact, users’ attention is changing with time, and 
traditional collaborative filtering does not take the time 
factor into recommend generation. Once user’s interests 
have transferred, the system cannot find that change in 
time, thus recommend resources may deviate from user’s 
actual demand. Taking the time factor into consideration, 
Ivan Koychev [9] proposes a method of gradual forgetting 
to make last observation more important than older ones. 
Literature [10] builds a time function, and let the 
importance weight of items decay exponential. But this 
uniform approach seems unfair to those items that get 
sustained attention from past until now, and they should 
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Figure1. Memory phenomenon 

deserve higher weight in prediction phase. Literature [11] 
plus the similarity weight of resources in addition to time 
weight, to avoid ignoring valuable data that produced 
earlier, thus is suitable for handling users’ interests 
repeated. However, if the importance of item decays by 
the time window blindly, there would be some useful 
information overlooked in the meanwhile. Obviously, 
when a certain item has got the user’s continuous 
attention, it means that the item is attractive to this user in 
a long term, so the item should have a heavier weight in 
the subsequent process. Recommender system is 
responsible for recognizing users’ long-term interests and 
forgetting the interference information, and giving items 
different weights. Notice that and inspired by the 
forgetting curve [12], this paper considers the recommend 
process to be similar to the forgotten phenomenon of the 
brain.  

In view of the analysis of the memory principle and 
interest drifting law, the time weight of an item is 
considered as an attribute of memory characteristic in this 
paper, and a weight iteration model based on the memory 
principle is proposed. The model puts the user’s records 
into several sets by the time window [13], and determines 
the evolution route of item weight by computing the 
similarity in different sets. For this method is to imitate 
the human memory process, it is possible to learn user’s 
preferences accurately and make recommender systems 
more personalized. Experimental results show that the 
new algorithm improves the quality of the recommender 
system, addresses the impact of the time factor 
effectively. 

The rest of this paper is organized as follows. Section 2 
introduces the research background, including the 
traditional collaborative filtering algorithms, forgetting 
curve and memory principles. Section 3 proposes the 
weight iteration model and a modified time-weight CF 
algorithm. Section 4 gives the experiment results with 
different parameters. Finally, section 5 makes a 
conclusion of this paper. 

II.  BACKGROUND 

A. Item-based Collaborative Filtering 

Item based collaborative filtering algorithm is most 
widely used in the current recommender systems, which 
is based on a hypothesis that people would like to choose 
the similar items that they have chosen before [15]. Its 
basic principle is generating the recommendation through 
user’s history records and the item similarity metric. The 
algorithm can be conducted offline due to the stability of 
the item similarity. Here we defined some symbols in 
collaborative filtering algorithm and put out the algorithm 
procedure [16].  

Symbols: 
, ,i j ijU I R< > : A 3-tuple records user’s selection and 

rating. 

iU : A set of users in the database 

jI : A set of items rated by user jU  

ijR : Represents the rating of jI by iU  

UI : Includes all the items that have been purchased or 
rated by userU . 

( , )i jsim I I : Similarity between item iI and jI , is 

given by cos( , ) i j
i j

i j

I I
I I

I I
=

G G
G G i

G G
i

 

Procedure: 
Input: userU , UI  
Output: top N  recommendations 
Step1. For each item i  belongs to UI ,get its neighbors 

by the similarity matrix. 
Step2. Get candidate C  by delete the repeat items 

from the neighborhood. 
Step3. For each item j  belongs to C ,calculate the 

recommendation level Pr e of every j  to 

U , Pr ( , )
Ui I

e sim i j
Î

=å  

Step4. Sort the items in candidate C by the Pr e ,take 
the top N  items[14] as the recommendations for U .  

B. Memory Principle 

Memory has the ability to reproduce information 
stored in the brain. Memory can be divided into three 
types such as instantaneous memory, short-term memory 
and long-term memory [17]. The brain can distinguish 
which type is the memory belongs to according to the 
storage time and repeat intensity. Forgetfulness is the 
opposite of memory. It refers to the blurred information 
due to memory capacity limit and the passage of time. 

 
As is shown in Fig.1, the amount of information in the 

brain is to a highest degree in the first day, forgotten 
phenomenon occurs from the second day and the rate of 
forgotten becomes lower gradually. Memory can be 
accumulated [18], so the importance of information can be 
strengthen through the review. When the same content is 
repeated, the brain can recognize and keep it better. That 
is to say, if the brain is exposed to the same information 
repeatedly, it will take the information seriously and 
remember them. Specifically, Hermann Ebbinghaus 
contributed to explain this phenomenon by large number 
of experiments, and he put up the hypothesis of the 
exponential nature of forgetting [12].  
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In this paper we will use this principle for reference, 
supposing the importance of item reduced along with 
modified exponential function curve. 

Recommendation generating is a process refers to 
user’s behavior, this paper holds that the drift of users’ 
interests is a similar procedure with the information 
storage in the brain. In view of the memory storage in the 
brain, this paper put up with a similar conception, the 
time weight, as an attribute of each item, representing 
their importance for recommendation procedure. When 
the user chose a certain kind of item, the weight will be 
bigger than before, like the process of memory. If the use 
chose that item no more, that means the item could not 
get user’s attention any longer, like the forgotten process, 
its weight will decline by a specified function.  

III.  THE TIME-WEIGHT COLLABORATIVE FILTERING 
ALGORITHM 

In the following parts, we first depict the weight 
iteration model, and then introduce the model into the 
item-based collaborative filtering algorithm. 

A. The Weight Iteration Model 
Some symbols are defined for the collaborative 

filtering algorithm. 
, , ,i j ij ijU I R T< > : A 4-tuple mentioned above, records 

user’s behavior and item’s attribute. 

UI : Includes all the items that have been purchased or 
rated by userU . 

ijw : Time weighting coefficient. Denote the 
importance of j-th item in i-th user’s selection set, it’s a 
time-varying figure. 

d : Similarity threshold. Determine the item’s weight 
whether increased or reduced. 

,  ,  kl m : Characteristic constants. Determined by 
experiment, different users have different values.

  
( , )i jsim I I : Similarity between item iI and jI  

e : A threshold value. Whether an item should be 
removed from database depend on it. 

For a given userU , all those projects which have been 
purchased or rated compose a set denoted by UI , and they 
will be divided into different clusters 
like

1 2
, , ,

kU U UI I I" by tag iT , as there are k-th time 
windows. At the beginning, a certain item is given a 
weight nw to represent its importance for 

recommendation, the initial value is 0w . When 

first tD period passed, nw of the item in 
1UI will reduce 

to a lower degree; simultaneously, there comes some new 

data into set
2UI , and they need to compare with the items 

in set 
1UI  on the similarity, the pre-set δ will 

help nw choose their new evolution routes, exponential 
decline or linear decline. The procedure will be repeated 
continually. The mathematical description for the 
iteration is: 

, , , 1
, 1

,

        max( ( , ))

( )

t
ij n i n i n

ij n
ij n

w e if sim I I
w

kt w else

l d

m

- ×D
+

+

× <
=

- + +

ìï
í
ïî   

After a round of iteration, there will be a selection on 
those items according to their weight and the pre-set 
thresholde . If w n e< , the corresponding item becomes 
unimportant for the recommend, then the model will 
delete it from database. For those items that represent 
user’s long-term interests will be picked out, composed of 
new interests clusters. 

Since Ebbinghaus has put up the exponential function 
to fit the memory decay [12], paper [10] also proved the 
exponential function fits better than the logistic function, 
which is another decreasing function. So in this paper, we 
cite the exponential curve as the decline route directly.  

B. The Modified Collaborative Filtering Algorithm 
The above-mentioned weight was introduced to the 

traditional CF algorithm, and an improved algorithm was 
proposed. The algorithm first gets neighbor sets by 
similarities among the chosen items, further to produce 
the candidate set. Let UI  be the set of items that user 
had selected, get the w  by weight iteration function, 
and take w  to calculate the weighted recommended 
values of a certain item. And then sort the recommended 
value to generate the top-N recommend items. 

Input: userU , UI  
Output: top N  recommendations 
Step1. For each item i  belongs to UI ,get its neighbors 

by the similarity matrix. 
Step2. Get candidate C  by delete the repeat items 

from the neighborhood. 
Step3. For each item i  belongs to UI , calculate the 

time weight w  by the iteration function 
Step4. For each item j  belongs to C ,calculate the 

recommendation level Pr e of every j  to 

U , Pr ( , )
U

i
i I

e w sim i j
Î

= å i  

Step5. Sort the items in candidate C  by the Pr e ,take 
the top N  items as the recommendations for U .  
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Figure3. Sample data in four months 

TABLE I.   
WEIGHT OF 4TYPE MOVIE  IN 4 MONTHS 

Romance 1 0.9006 0.8662 0.8522 0.8465 

Comedy 0 1 0.9006 0.3662 0.5489 

Story 1 0.4006 0.1629 0.0662 0.0269 

Action 0 0 1 0.4006 0.6629 

 
Figure4. Trend of weight 

Fig.2 shows the process flow of the new time weight 
model. 

 

IV.  EXPERIMENTE RESULTS AND ANALYSIS 

The experiment made a simulation of the selection 
records for four months, and it can reflect the drift of 
users’ interests, that including the interference selection 
and long term attention. There are some sample data 
shown in Fig.3, these four sample lines respectively 
represent four different types of movies. And the 
horizontal axis divides 4 months into 10 segments. If the 
bar occurs in a certain segment, which means the user has 
selected this kind of movie in that period.  

As shown in Fig.3, the romance movie appears from 
the beginning to the end, that means the user like this 
movie type that even not have interest shifting. As to the 
red bar, denoted comedy movie, occurs from the eighth 

segment, the user didn’t pay attention at first, but after 
contact he or she began choose this type frequently, 
finally it becomes another stable interest. The story movie 
presented by green bar appears no more after the second 
time. For the Action movie, newly got the user’s attention, 
and have no further information lately. We can see that 
the behavioral characteristics and hobby of this user in 
the period. Romantic movies in the top line got the 
attention along the time, the comedy got attentions from 
the second month to the fourth month, the story movies in 
the third line hadn’t been selected any more after the first 
month, and the action movie in the last line got attentions 
until the last month.  

Table1 shows the exact time weight value in this 
period, Here =0.9l =0.5m .The romantic movies got the 
attention along the time, hence this kind of movie can 
keep a high weight in Fig.3, its weight keep a stable 
decrease from 1.000 to 0.8465 in last two months. As for 
the comedy movies, an initial value generated in the end 
of the first month and decline to 0.3662 in the next period, 
lately this kind of movies got attentions again, and the 
weight is on the rise then. Since the user selected story 
movies no more after the first months, its weight has no 
reason to rise up. At last, the action films’ weight is 
generated in the middle time and slows down lightly.  

As is shown in Fig.4, this process of weight iteration 
was depicted by the broken lines. The interference 
selection means that the user didn’t choose this kind of 
products never again, and its weight should be weakened, 
the algorithm can recognize the item which have a most 
low weight value less thane and remove it from user’s 
records; At the same time, to those of high weight items, 
since they could get continuous attention of the user, the 
system will remember them and take as user’s long-term 
interests.  

In order to test the feasibility and effectiveness of the 
model, we take the traditional item-based CF to compare 
with the new algorithm. Select the records of a previous 
period of time to speculate the subsequent choice and 

 
Figure2. Memory based Time weight model  Generate initial 

weight
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data
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Y

Figure2. Process of time weight model 
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compare with the real selection with reference to MAE 
[19].  

MAE (Mean Absolute Error) is a statistical accuracy 
measurement between predictions and real ratings. Each 
prediction ip was corresponding to a rating iq ; The 
MAE is computed by the sum of N pairs of 

,i ip q< > and then gets the average. Formally  

1

N

i i
i

p q
MAE

N
=

-
=
å

.    Obviously, the more accurate 

recommendation should get the lower MAE. 

Fig.5 describes the comparison between the traditional 
CF and new time weight CF. In the first period; the two 
algorithms have got the same results due to the 
initialization of the weight at the beginning. With the 
passage of time, the MAE of the new algorithm is much 
smaller than the traditional algorithm, because of the 
importance of interference information been weakened 
and the long term interesting selection been kept, and all 
of that make the prediction results more close to the user 
preferences. 

V.  CONCLUSION 

This paper researches the weight of items changing 
with time in the item-based collaborative filtering. To 
reflect the change of users’ interests, this paper proposes 
a weight iterative model which is inspired by memory 
principle and the curve of forgetting. The model has a 
comprehensive consideration both on time window and 
interests drifting. Experiments show that the new 
algorithm can improve the accuracy of the recommended. 
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Figure5. MAE using different algorithm 
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