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Abstract—Aiming at the influence of joints or part 
structures deformations on the accuracy of gesture 
recognition in representing, and large amount of calculation 
with shape matching directly, a method based on inner-
distance contour point distribution features (IDCPDF) and 
histogram matching is proposed in this paper. Firstly, 
elliptical skin model is used to segment and extract contour. 
Then IDCPDF of gestures is generated. Finally, histogram 
matching is used to measure the similarity of IDCPDF and 
classify. Experimental results show that the method 
describes distributions of gesture contour points under 
polar coordinates. It not only reflects significant information 
of gesture shapes, but also reduces calculations in gesture 
features extraction and matching on the promise of ensuring 
gesture recognition accuracy, and achieves better real-time 
performance. Meanwhile, this method keeps good 
robustness on joints and part structures deformations of 
hands. 
 
Index Terms—Hand gesture recognition, inner-distance 
contour point distribution features, histogram matching, 
deformable hand gesture 
 

I.  INTRODUCTION 

Recent years, with the widely use of computers in the 
human industries and life, research on Human-Computer 
Interaction technology becomes extremely active [1-2]. 
As an important means of communications, gestures are 
vivid and informative. Therefore, vision-based gesture 
recognition draws more attention. However, as hand is an 
articulated deformable object with 27 freedom degrees [3] 
and the inadaptability of vision itself, hand feature 
extraction is one of key issues in vision-based gesture 
recognition. There are many researches on how to extract 
simple and effective features for gesture recognition, such 
as hand contour features (Fourier descriptors [4], 
curvature, etc), regional features (Hu invariant moments 
[5], density set [6], convexity, area, perimeter, etc), 
skeleton features [7-8], spatial distribution characteristics 
[9], shape parameters [10], SIFT features [11-13], multi-
feature fusion [14], shape context (SC) [15], inner-
distance shape context (IDSC) [16] and so on. Shape 

context was proposed by Belongie et al. [17], which 
described the relative position of any pair of points on the 
contour. Since the extracted statistic histogram will 
change with positional relationship of joints and part 
structures, its ability to describe objects with joints is 
reduced. Ling et al. [18] used the inner-distance instead 
of the Euclidean distance to measure distance between 
two points, which can represent non-rigid objects better. 
It’s called inner-distance shape context (IDSC). As a 
result of the deformations of finger joints and part 
structures, along with the different opening angles 
between fingers, contour of the same gesture varies. Thus, 
the problem of hand shape changes is particularly 
outstanding. Besides, the method of shape matching 
needs more computing work and time, which can not 
meet real-time performance in gesture recognition. 

Aiming at the problems mentioned above, a method of 
gesture recognition based on inner-distance contour point 
distribution features (IDCPDF) and histogram matching 
is proposed in this paper. IDCPDF describes global 
structural information of gesture shapes, which can 
relieve influence on describing shape structural features 
caused by deformations, so robustness on deformations of 
joints and part structures is ensured. Meanwhile, IDCPDF 
extraction reduces the computation of features extraction 
and matching and has good real-time performance. 

II.  PROPOSED METHOD 

Gesture recognition process is shown in Fig. 1.  

 
Figure 1. Gesture recognition flowchart 

Firstly, gesture area is obtained by segmentation. Then 
IDCPDF of gestures is extracted. Finally, histogram 
matching is used to classify and recognize. This 
experiment is carried out with simple background and 
natural illumination in laboratory, so elliptical skin model 
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proposed by Hsu et al. [19] is used to extract gesture area 
considering real-time performance. 

A.  IDCPDF Extraction 
Shape is represented by binary image of gestures and 

can be seen as contour. It is described by location 
distributions of pixel points on the contour.  

In this paper, 8-neighbor chain code tracking algorithm 
is used to extract contour of binary gesture, then 
landmark points are sampled uniformly. As a result, a 
discrete point set is obtained, represented as P={p1, p2, …, 
pN }, where N denotes the number of sample points. 

For a given gesture contour, take the centroid as center 
and the longest inner distance R between the centroid and 
N sample points on the contour as radius to establish M 
concentric circles and divide into L equal parts in 
circumferential direction. The obtained polar histogram 
bins are shown in Fig. 2. The relative position (inner 
distance and inner angle) of the shortest path between the 
centroid and N sample points is simplified the number of 
points distributed in each bin. Calculate the number of 
points distributed in each bin separately to obtain a 
histogram, called inner distance contour point distribution 
features (IDCPDF). According to the above rules for 
establishing IDCPDF, translation and scaling invariance 
is inherent property. In order to ensure rotation invariance, 
the orientation direction is estimated by computing the 
scatter direction of gesture images through principal 
component analysis (PCA) [16], which is taken as the 
start direction of polar coordinates. The start direction of 
the shortest path from the centroid to sample points, 
named as inner-angle, is used to measure the direction of 
sample points.  

Here the inner-distance is calculated as following two 
steps: (1) Create a graph with N sample points and the 
centroid. For each pair of sample points x and y on the 
contour, if the line segment connecting x and y is entirely 
within the shape, add an edge between x and y with the 
weight equal to the Euclid distance ||x - y||. (2) Calculate 
the shortest path between the centroid and sample points 
with the shortest path algorithm. 

As mentioned above, the whole algorithm of building 
IDCPDF can be summarized as follows: 

Step 1: Extract the contour of gestures using the 8-
neighbor chain code algorithm. 

Step 2: Sample uniformly to obtain a discrete point set 
P. 

Step 3: Calculate the centroid (xc, yc) of gesture shape. 
Step 4: Create a graph with N sample points and the 

centroid. 
Step 5: Calculate the shortest path and inner angle 

between the centroid and N sample points using the 
shortest path algorithm. 

Step 6: Estimate the principal direction of gesture area. 
Step 7: Calculate the longest inner distance R from the 

centroid to sample points. 
Step 8: Take the centroid (xc, yc) as center, principle 

direction of gesture area as the start direction to build 
polar coordinates and calculate inner angle in polar 
coordinates. 

Step 9: Divide the longest distance R into M equal 
parts and circular angles into L equal parts to get polar 
histogram bins with M×L sections. 

Step 10: Count the number of points on the contour 
distributed in each bin and construct contour sample point 
distribution features to finally get the one-dimensional 
histogram namely IDCPDF. 

Fig. 3 shows an articulated object shape with two 
joints, where O is the centroid of object shape and dashed 
parts are the contour after joint C and D rotation. Before 
rotation, the inner distance between O and A is calculated 
as d=OC+CA; the inner angle denoted by θ, is the angle 
between OC and the start direction of polar coordinates. 
After rotation, the inner distance between O and A’ is 
calculated as d’=OC+CA’. Now d is equal to d’, while 
inner angle still maintains θ. It can be seen that this 
distance measure way is less influenced by joints and part 
structures, and insensitive to joints. 
 

         
Figure 2. Diagram of polar                   Figure 3. Articulated object  

histogram bins                                                example 

Fig. 4 shows the IDCPDF of gestures denoted by I and 
II, which have same semantics and different contours by 
rotation; III represents another semantic gesture. Here, 
the number of sample points (N) is 100, the number of 
distance bins (M) is 8 and the number of angle bins (L) is 
12. IDCPDF of gesture I and II are similar though 
rotation, while IDCPDF of different semantic gestures 
varies greatly. Therefore, IDCPDF keeps good robustness 
on deformations caused by finger joints or part structures. 

 

       
(a)                   (b)             (c)               (d)                  (e) 

     
(f)                    (g)             (h)              (i)                     (j) 

     
(k)                    (l)            (m)              (n)                    (o) 

Figure 4(a-o): Illusions of IDSC (a) Gesture I, (b) Image after I 
segmentation, (c) Sample points of I, (d) Inner-distance of I, (e) 

IDCPDF of I, (f) Gesture II, (g) Image after II segmentation, (h) Sample 
points of II, (i) Inner-distance of II, (j) IDCPDF of II, (k) Gesture III, (l) 

Image after III segmentation, (m) Sample points of III, (n) Inner-
distance of III, (o) IDCPDF of III. In the histograms, the vertical axis 

denotes inner distance bins and horizontal axis denotes orientation bins. 

The IDCPDF is a histogram created by statistic 
distributions of sample points in histogram bins, where 
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the centroid is taken as center and the longest inner 
distance from the centroid to sample points on the 
contour is taken as radius; sample points are taken as 
statistic object; radius and circumferential angles are 
divided into equal parts. Compared with the SC and 
IDSC, this method only needs to regard the centroid as 
reference point to calculate the distributions of sample 
points relative to the centroid, ie IDCPDF, which can 
describe a gesture image instead of calculating the SC or 
IDSC of each sample point. This method greatly reduces 
computational complexity in gesture features extraction. 
In addition, IDCPDF uses the inner distance from the 
centroid to sample points on the contour to describe 
location distributions of sample points, effectively 
overcomes the influence of joints and part structures 
deformations and keeps high robustness. 

B.  Histogram Matching 
Histogram matching method is divided into two 

categories: bin-to-bin and cross-bin method [20]. The 
former assumes that the histogram domains are aligned. 
Considering only the relativity of bins with same index, 
rather than the relativity of different bins makes the 
method affected by the number of bins and sensitive to 
the impacts caused by quantization, deformation and 
illumination. The latter takes account of the correlation 
between different bins, not only removing interference of 
relativity among variables, but also relieving effects of 
quantization. Histogram matching method will be 
specifically described as follows. 

(1) Chi-Squared [21] is a bin-to-bin histogram distance. 
It is defined in (1), where P and Q represent the 
histograms:  
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 (2) Quadratic-Form distance [22] is a cross-bin 
distance. It is defined in (2), where P and Q represent 
histograms and A represents the bin-similarity matrix: 

             ( ) ( ) ( )QPAQPQPQF TA −−=,             (2) 

Quadratic-Form distance is called the Mahalanobis 
distance when A is the inverse of the covariance matrix. 

(3) Earth Mover’s Distance (EMD) [20] is a linear 
programming method used to solve transportation 
problem.  

The method is as follows: m mounds are denoted 
by { })(,),,( ,1 1 mpmp wpwpP = , where 

ipw  
represents the weight of pi; n pits are denoted by 

{ })(,),,( ,1 1 nqnq wqwqQ =  , where 
jqw represents 

the capacity of qj. The distance from i-th mound to j-th pit 
is denoted by { }njmidD ij ≤≤≤≤= 1,1:  and the mass 
of soil transported from i-th mound to j-th pit is denoted 
by { }njmifF ij ≤≤≤≤= 1,1: .  The goal of EMD model 
is to seek the minimum work and the corresponding 
representation is as follows:  
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fij needs to satisfy the following constraints: 
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(4) Quadratic-Chi. Ofir Pele et al. [23] combined chi-
square distance and quadratic-form distance to form the 
Quadratic-Chi (QC) distance, defined as follows:   
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Here P and Q are histograms and m is a normalized 
parameter. When I represents the identity matrix and m is 
equal to 0.5, QC distance is the form of chi-square 
distance.     

               ),(2),( 2
5.0 QPQPQC I χ=                          (6) 

When m is equal to 0, QC distance is the form of 
quadratic distance. 

   ),(),(0 QPQFQPQC AA =                          (7) 

QC distance has Sparseness-Invariance property and 
Similarity-Matrix-Quantization-Invariance property [23].  

Histogram matching method mentioned above has 
advantages and disadvantages, we will compare which 
histogram matching method for IDCPDF in gesture 
recognition is more effective by experiment, specific 
matching process is as follows: for IDCPDF of testing 
gesture images, calculate the matching cost with each 
kind of gesture image template using above histogram 
matching method respectively, and the test image will be 
determined as the category of gesture template with 
minimum cost.   

Ⅲ.  EXPERIMENTAL RESULTS  

A.  Gesture Image Data Set Collection 
Due to the diversity, ambiguity and differences in 

application backgrounds of gestures, there is no unified 
gesture image data set in gesture recognition currently, 
such as the Cambridge Hand Gesture Data Set [16]. 
Therefore, for universal gesture recognition method, 8 
kinds of gestures are defined to verify effectiveness of 
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algorithm proposed in this paper, which are listed in 
Table I. To avoid the impact caused by perspective on 
capturing gesture images, as well as the effect of complex 
background and illumination on gesture segmentation, 
gesture images are obtained by facing camera in 
laboratory with natural light and simple background. 
Each image has a resolution of 640×480. 50 test samples 
are recoded for each gesture with different scales and 
rotations (including gesture direction and joint rotations) 
without any other objects in the background.  

TABLE I.  
EIGHT KINDS OF GESTURES DEFINED 

Label Images Label Images 

1    5  

2    6  

3    7  

4    8  

B.  Gesture Recognition Results 
The experiment is carried out with MATLAB R2012b 

in Windows7 on a PC with CPU Intel Core i3-2350M 
2.30 GHz and 2G RAM. While the parameters N, M and 
L mentioned above are different, recognition rate of eight 
gestures and the consumed time with different histogram 
matching algorithms are not the same. The performance 
under three different parameters respectively using Chi-
Squared [21], Quadratic-Chi [23] and EMD distance [24] 
is specified in Table II. In this paper improved EMD [24] 
that simplifies calculation of the distance matrix and has 
certain robustness and effectiveness, is chosen to avoid 
higher computational complexity of traditional EMD. 

As seen from Table II, when the number of orientation 
bins is 6 or 8, the recognition rate is relatively good. 
When the number of orientation bins and the number of 
angles are constant, consumed time for recognizing 50 
images will increase with the number of sample points. In 
general, recognition rate of cross-bin histogram matching 
is superior to bin-to-bin method. Chi-Squared method can 
achieve a higher recognition rate with a smaller number 
of bins, while recognition rate of QC and EMD is 
increasing with the number of bins. The consumed time 
for recognizing 50 images with 3 histogram matching 
methods has a relationship of EMD>QC>Chi-Squared. 
Taking into account of real-time and recognition 
precision, set N = 100, M = 8 and L = 12 as parameters of 
QC distance. Table Ⅲ lists identification confusion 
matrix of 50 test samples to eight different gestures. 

In order to verify effectiveness of the algorithm, online 
gesture recognition based on inner distance contour point 
distribution features and histogram matching is 
implemented in MATLAB R2012b platform, where 
gesture templates are same with offline test. Each type of 
gestures is tested 50 times online and specific results are 
shown in Table Ⅳ. This method keeps good robustness 
on deformations caused by joints and part structures, with 
an average recognition rate of 85.5% to eight kinds of 
predefined gestures. Meanwhile, processing time of each 
image is about 0.35s, which can meet real-time 
requirements. Fig. 5 shows some frames of online 
recognition. 

C.  Experimental Results Analysis 
Ref. [15] illustrated a method for real-time gesture 

recognition by shape context matching and cost matrix 
with average recognition rate of 78% in five kinds of 
gestures. Ref. [25] took the point with larger curvature on 
the contour as interest point and extract SC features of 

TABLE II.  
PERFORMANCE UNDER DIFFERENT PARAMETERS WITH DIFFERENT HISTOGRAM MATCHING METHODS 

N M L Chi- 
Squared QC EMD Chi- 

Square(s) 
QC 
(s) 

EMD 
(s) 

100 5 10 79.25% 78.25% 75.75% 15.8503 16.8563 17.1875 
150 5 10 84.50% 80.25% 77% 20.0614 20.8725 21.4226 
200 5 10 86.50% 82.25% 76% 25.3297 25.9263 26.7294 
100 6 10 81.25% 82.25% 77.25% 16.0990 16.8829 17.3417 
150 6 10 86.50% 82.75% 79.75% 20.4155 21.2285 21.7910 
200 6 10 83.75% 83.75% 78.50% 25.7028 26.5471 27.1312 
100 7 10 81% 84% 77.25% 16.2237 17.1728 17.5516 
150 7 10 80.50% 81.25% 80% 20.0645 21.4617 21.8675 
200 7 10 81% 83.50% 76.75% 25.2122 26.4098 27.5108 
100 8 10 79.50% 82.75% 80.50% 16.0826 17.3588 17.7372 
150 8 10 81.25% 84.25% 84.50% 20.2938 21.4142 22.3594 
200 8 10 83.75% 87% 80.75% 25.9362 27.0173 27.7366 
100 5 12 83% 84% 81.5% 16.2247 16.9569 17.2933 
150 5 12 82.75% 84% 84% 20.6882 20.9267 21.6559 
200 5 12 85% 83% 82.75% 25.6068 26.1665 27.1961 
100 6 12 82.75% 87% 83% 16.2430 17.2126 17.6391 
150 6 12 85.25% 88% 85% 20.7063 21.5223 21.9882 
200 6 12 85.25% 86.50% 84.25% 25.4953 26.9582 27.5310 
100 7 12 85.50% 86.25% 83.50% 15.9750 17.3590 17.8518 
150 7 12 81.75% 85.25% 84.50% 20.3294 21.6851 22.2607 
200 7 12 85.25% 85.75% 85% 25.7722 26.5289 27.6652 
100 8 12 83% 87.75% 84.50% 16.0960 17.3931 18.2599 
150 8 12 82.75% 83.75% 85% 20.4922 21.6957 22.6814 
200 8 12 85.25% 86.25% 86% 25.8260 27.1895 27.8909 
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TABLE III 
GESTURE RECOGNITION CONFUSION MATRIX UNDER SPECIFIC PARAMETERS WITH QC DISTANCE 

Gestures Category 1 2 3 4 5 6 7 8 
1 47 3 1 0 0 4 0 4 
2 0 44 3 0 0 0 0 0 
3 0 3 45 13 0 0 0 1 
4 0 0 0 35 0 0 0 0 
5 0 0 1 1 49 3 0 0 
6 0 0 0 0 1 37 1 0 
7 0 0 0 0 0 0 49 0 
8 3 0 0 1 0 6 0 45 

Consumed time of 50 images(s) 17.0129 17.6847 17.9015 17.6735 17.4482 17.8735 17.0596 17.1312
accuracy 94% 88% 90% 70% 98% 74% 98% 90% 

TABLE Ⅳ: 
 THE PERFORMANCE ONLINE 

Gestures Category 1 2 3 4 5 6 7 8 
Accuracy 96% 86% 86% 68% 94% 70% 100% 84% 

Consumed time of each image(s) 0.3481 0.3563 0.3587 0.3569 0.3547 0.3598 0.3493 0.3526
 

             
Figure 5. Parts of frames for real-time gesture recognition 

interest points to achieve an average recognition rate of 
89% in six kinds of gestures. The method in this paper is 
based on IDCPDF and histogram matching. IDCPDF not 
only describes the global features of gesture images, but 
also represents local features by dividing the radius and 
circumferential angles into equal parts and calculating the 
relative location distributions between the centroid and 
sample points. IDCPDF can describe a gesture image 
with one-dimensional histogram and reduce the 
computational complexity in features extraction and 
matching. Ref. [15] and Ref. [25] used distributional 
features of local contour points which are sample points 
and interest points respectively, and needed calculate 
relative distributions between the reference point and 
remaining sample points. In the process of matching, 
finding the corresponding points of two gesture shapes 
not only consumed more time, but also easily caused 
corresponding errors on the overall gesture shape.  

The complexity in SC features extraction of sample 
points and interest points is O (N2), and the complexity in 
matching is O (N3) in Ref. [15] and Ref. [25]. In the 
proposed method, the complexity is O (N3) in calculating 
inner distance, O (N) in establishing IDCPDF features 
and O (N) in matching. The proposed method reduces the 
calculation complexity in gesture feature extraction and 
matching process, has good robustness on gesture 
changes with inner-distance. 

Ⅳ.  CONCLUSIONS 

Shape description is a hot topic in image analysis and 
has many potential applications. In this paper, the method 
based on inner distance contour point distribution 
features and histogram matching is proposed for gesture 
recognition. Firstly, segment and get the contour of 
gestures, followed by uniformly sample and IDCPDF 
extraction. Finally, three kinds of histogram matching 
methods Chi-Squared, Quadratic-Chi and EMD are used 
for recognition. Experiments on recognizing eight kinds 

of gestures show that the method has better accuracy and 
real-time performance in applications and certain 
robustness on deformations caused by part structures or 
finger joints. 

Since this experiment is carried out in natural 
illumination and simple background, further research is 
also needed to aim at the segmentation algorithm about 
complex background, skin color and illumination changes, 
as well as gesture-based shape context feature extraction. 
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